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Is Google Racist?
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From Human Behavior to Machine Behavior
Human Objectives > Leo-rning pr.oce.ss is guided by pre-
defined obijectives.
> These objectives use to be a
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From Human Behavior to Machine Behavior

» Learning process is guided by pre-

Human Objectives defined obijectives.
» These objectives use to be a

simplification of human
thinking /tasks.

» Absence of direct path between
Machine Behavior and Human
Behavior
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Human Cognition

2 systems (and categories of cognitive tasks): Manipulates high-level /

semantic concepts, which can
be recombined

combinatorially —

System 1 System 2

THINKING,
* Intuitive, fast, UNCONSCIOUS, B ol | Slow, logical, sequential, CONSCIOUS,

non-linguistic, habitual s linguistic, algorithmic, planning, reasoning
» Current DL E— + Future DL
DANIEL
KAHNEMAN

l

Turing Award 2018 (Hinton, Bengio, LeCunn) + most significant works at AAAI 2020:

}

Machine Learning of data structures: Capsule Networks,
Neuro-Syntactic Machine Learning, Concept Reasoning,
Experience Grounds, Logic Rules, ...
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Algorithmic Discrimination

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich and I. Rahwan, "Algorithmic Discrimination: Formulation and Exploration in Deep
Learning-based Face Biometrics", in AAAI Workshop on Atrtificial Intelligence Safety (SafeAl), New York, USA, February 2020. [PDF
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What is Algorithmic Discrimination?

Constitucion Espafola:

Articulo 14: los espaioles son iguales ante la ley, sin que pueda prevalecer discriminacién
alguna por razén de nacimiento, raza, sexo, religion, opinion o cualquier otra condicion o
circunstancia personal o social.

Universal Declaration of Human Rights

All are entitled to equal protection against any discrimination in violation of this Declaration
and against any incitement to such discrimination.

General Data Protection Regulation (GDPR)

According to paragraph 71 of GDPR, data controllers who process sensible data have to
“implement appropriate technical and organizational measures...” that “...prevent, inter alia,
discriminatory effects”.

THE RIGHT TO NON DISCRIMINATION IS A FUNDAMENTAL RIGHT

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich and I. Rahwan, "Algorithmic Discrimination: Formulation and Exploration in Deep
Learning-based Face Biometrics", in AAAI Workshop on Atrtificial Intelligence Safety (SafeAl), New York, USA, February 2020. [PDF 1 3
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Data and Sensitive Information

Audio Text

Identity: Miguel A. Silvestre
Gender: Male

* ID * Context * Language Age: 36
. Race: White
* Language * ID * Script Health: Good
Emotion: Neutral
* Accent * Age * Context Political &
* Age * Ethnicity * Social &
* Gender * Gender Cultural ‘
* Context . ... * ldeas
[ ] [ ]
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How Algorithmic Discrimination appears?

Human & Data biases Machine learning biases

DATA REPRESENTATION AUTOMATIC DECISION
LEARNING MAKING

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich and I. Rahwan, "Algorithmic Discrimination: Formulation and Exploration in Deep
Learning-based Face Biometrics", in AAAI Workshop on Atrtificial Intelligence Safety (SafeAl), New York, USA, February 2020. [PDF
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Understanding Biases in Al

CASE STUDY 1: Face Recognition

CASE STUDY 2: Biases in Multimodal Al
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CASE STUDY 1: Face Recognition
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Measuring the Bias

A. Acien, A. Morales, R. Vera-Rodriguez, |. Bartolome and J. Fierrez, "Measuring the Gender and Ethnicity Bias in Deep Models for Face
Recognition”, in IAPR Iberoamerican Congress on Pattern Recognition (CIARP), LNCS, Springer, vol. 11401, Madrid, Spain, November 2018. [PDF

|. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich, I. Rahwan, "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with
Discrimination-Aware Deep Learning," arXiv:2004.11246, 2020.
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Diversity in Face Recognition Databases sensitivenets.com ﬁ-

¥ T 8 & - @

per identity Female Male Female Male Female Male

8.5M 100K 85 4.5% 7.7% 3.9% 12.1% 19.2% 52.4%
47M 660K 7 8.1% 10.6% 4.7% 6.2% 30.3% 40.0%
3.3M 9K 370 3.6% 3.4% 6.3% 10.5% 30.2% 45.9%
2.6M 2.6K 1K 2.9% 2.1% 6.9% 5.8% 38.6% 437%
621K 1.6K 390 3.0% 7.9% 4.0% 7.7% 20.3% 56.9%
500K 10.5K 48 2.6% 2.6% 57% 7.2% 33.2% 48.8%
203K 10.2K 20 5.5% 4.4% 8.2% 6.4% 41.5% 33.9%
PPUBEigh T T 200 294 1.0% 2.0% 5.5% 6.5% 35.5% 49.5%
T o« 3.5K 6 6.2% 5.4% 6.0% 11.8% 30.2% 40.3%
24K - - 8.9% 7.1% 16.3% 21.5% 20.0% 26.2%
[ sk 57K 2 2.2% 7.2% 3.3% 9.6% 18.7% 58.9%
27K 667 4 4.5% 4.3% 21% 3.1% 36.0% 50.1%
[Average I s 4.7% 5.3% 8.1% 284%  44.5%
[DiveFace T 120k 24K 5 16.7% 16.7% 16.7% 16.7% 16.7% 16.7%

In order to obtain demographic statistics, gender and ethnicity classification algorithms were trained based on a ResNet-50 model and
12K identities of DiveFace database (equally distributed between the six demographic groups). Models were evaluated in 20K labeled
images of Celeb-A with performance over 97%.

19
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Is it a Real Thread?

Treating a person or particular group of people differently, especially in a worse way from the way in
which you treat other people, because of their skin colour, gender, age, etc.

Cambridge English Dictionary, Definition of Discrimination

CASE STUDY: Face Recognition Performance

Caucassian Asian Black
Male Female Male Female Male Female
[
98% 98% 93% 93% 93% 95%
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Improving both Fairness and Recognition Performance
Caucassian Asian Black Avg. Std
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[~ ] = W - e
ResNet50 3.36% 5.52% 5.62% 4.95% 1.03
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xJ/es

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich, I. Rahwan, "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with
Discrimination-Aware Deep Learning," arXiv:2004.11246, 2020.
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Improving both Fairness and Recognition Performance
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Discrimination-Aware Deep Learning," arXiv:2004.11246, 2020.

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich, I. Rahwan, "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with
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Improving both Fairness and Recognition Performance
Caucassian Asian Black Avg. Std
o .. | ™ o ’ . QW =®
- o - -] - = m
' a TTe TN
ResNet50 3.36% 5.52% 5.62% 4.95% 1.03
ResNet50-ral 2.72% 3.78% 3.66% 3.34% ($30%) | 0.42% (454%)

Responsible Al Improves the Recognition Performance

Discrimination-Aware Deep Learning," arXiv:2004.11246, 2020.

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich, I. Rahwan, "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with
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Predicting the Bias

I. Serna, A. Pefia, A. Morales and J. Fierrez, "InsideBias: Measuring Bias in Deep Networks and Application to Face Gender Biometrics",
in IAPR Intl. Conf. on Pattern Recognition (ICPR), Milan, Italy, January 2021. [PDF]
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b ) . iDA Lab
Biases in Deep Networks

Al trend during last decade: excellent performance + low transparency
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b Our Method: InsideBias BIDA Lab
Convolutional Neural Network (CNN) 3 ayer 4 layer
M layer
1st last layer
. layer 2" layer a3 \‘\OO ,.—_b_’aizgtane
input @
.\\‘ ’.__p_’bllaeog
Oo.\
o
@
filters
L y J L ; J
Convolution Fully connected
feature classification
extraction
30
b Our Method: InsideBias BIDA Lab
Filters at layer [ = 1
Filter
S
31
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b Our Method: InsideBias ZiDA Lab

* Step 1. The input is convolved with
the filters of the layer land put

through the activation function to

form the output feature maps A[il]

EiDA Lab

Step 2. We compute the

average activation A[l.l] for each

feature map i in the layer [:

Average Activation = AEI] =2.10

AV

33
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b Our Method: InsideBias ZiDA Lab

Step 2. We compute the
average activation A[il] for each

feature map i in the layer [:

Average Activation = Al[.l] =2.10

[ 011 134 202 317 654 056 3.78]

651 156 237 289/°2. 010 080 251
268 324 335 0 226 584 178 140

599 404320 %23 495 402 198 003
011 1.78 325 352 473 194 317
630 084™=s79=281 571 586 298 3.04

608 576 008 171 092 123 012 154
L1.67 455 009 481 467 444 453 176

EiDA Lab

* Step 3. We calculate the activation

[

i

A as the maximum of A% for all

feature maps in layer [

1011 134 202 317 033

3.78]
651 156 237 289 221 251
268 324 335 042 226 140
599 404 389 323 495 0.03
011 178 210 325 352 317
630 084 379 281 571 3.04
608 576 008 171 092 154
1167 455 009 481 4.67 1761

35
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b Our Method: InsideBias ZiDA Lab

Convolutional Neural Network (CNN) 3rd 4th
h
layer layer =
1 Iaye( last layer
@ ©®— airplane

layer 2nd - @ @— cat .
N bike

o—>
@—> dog

CIN
()
Alll Al2] Al3] Al4]
Y
Lambda activation per layer
36
b Experimental Framework BIiDA Lab
¢ Two Tasks:
o Digit recognition o Face gender classification
Architecture: VGG (610k parameters) Architecture: VGG (660k) and ResNet (370k)
Dataset: Colored MINIST (inspired by [1]) Dataset: DiveFace (available in [2])
* 3 RGB colors (red, green and blue). e Gender
¢ Training set: 60k samples. 90% primary = Male
color and 10% remaining two colors. = Female
e Test set: 10k samples. Equal color e Ethnicity
distribution (1/3 x 3). A. Japan, China, Korea, ...;
B. Sub-Saharan Africa, India, ...;
C. Europe, America, ...
I. Serna, A. Pefia, A. Morales and J. Fierrez, "InsideBias: Measuring Bias in Deep Networks and Application to Face Gender Biometrics",
in IAPR Intl. Conf. on Pattern Recognition (ICPR), Milan, Italy, January 2021. [PDE
1B. Kim, H. Kim, K. Kim, S. Kim, and J. Kim, “Learning Not to Learn: Training Deep Neural Networks With Biased Data”, CVPR 2019.
2 A. Morales, J. Fierrez, et al. “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, TPAM/2021. Dataset @O GitHub

37
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b Experiments: Face Gender Recognition ZiDA Lab

* Biased: priviledge ethnic group = 90% | other two = 5%
* Unbiased: 33% images from each group

*

|_Model | A | B | __C | _Ag | __Std___|

96.84 94.14 94.45 95.14 1.21
93.29 96.86 95.40 95.18 1.47
94.80 95.21 97.01 95.67 0.96

95.50 95.35 96.11 95.65 0.33

* Database available: https://github.com/BiDAlab/DiveFace

) GitHub

A. Morales, J. Fierrez, et al. “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, TPAMI 2021.

38

b Experiments: Detecting Bias with Very Few Samples

Confidence o
| | score (in  Activation Al Activation
Only 5 samples Gender  (for the Group)  Ratio ALl

Classification)
Biased Model
A

—

100% 2.82

o R | v |- i
. ‘ A 100% 2.65
= 0.90
Group C @m.mh’ — BiasedAModeI —
S : 100% 2,53

I. Serna, A. Pefia, A. Morales and J. Fierrez, "InsideBias: Measuring Bias in Deep Networks and Application to Face Gender Biometrics",
in IAPR Intl. Conf. on Pattern Recognition (ICPR), Milan, Italy, January 2021. [PDE

39
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Reducing the Bias

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition”,
IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDF

40
Removing Sensitive Information from Decision-Making
g Gender
SENSITIVE i:;”idty
INFORMATION
REMOVAL m
Biased data Biased machine learning
o°°?°jo !
Py q h Fair and
D J |:> O transparent
. f@; . m decision-making
41
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Learning Agnostic Representations via Losses

Model Output Model
Loss Function

\.
min Z L(O(xj w ,Tj)

w
xJeS \
/ Obijective /Target Function

Training Data Input Data Sample

|IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDE

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition”,
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Learning Agnostic Representations via Losses

Model Output Model Sensitive
Loss Function

Regularizer

min » L{0(x/|w),T/) + &/

xJes \
/ Obijective /Target Function

Training Data Input Data Sample

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDE

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition”,

43
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SensitiveNets: Framework

Pre-trained | x
—> Model B
Iy w

|IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDE

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition”,
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SensitiveNets: Framework

Learning {w, wi, wy.} - Evaluating multiple 0, (I|w, wg, wy) vs Ty (Ii|groundtruth)

Dense layer with 1024 units (ReLu)

fo(x) =x

D Dense layer with Cy, units (softmax) units

Wo

Pre-trained | x

> &: £ (x)

wy

=D—+ Po(ly) Verification
=D—-> p1(Iy) Gender

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDE

—> Model
I w N L® D I ici
> > Ethnicit;
& . p2(ly) y
;@ ) ;D—-» pz(Iy) Emotion
W3
Face Face Domain Task
Image Representation Adaptation Domain

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition”,

45
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SensitiveNets: Framework

Learning {w, w;;, w.} - Evaluating multiple O, (I|w, wg, wy) vs Ty (Ix|groundtruth)

Dense layer with 1024 units (ReLu) Ly =y > I I > Do (Iy) Verification
D Dense layer with C;, units (softmax) units Wo
% ) D
Pre-trained | x y=x > % 1 ” > # p1(Ix) Gender
—>|  Model [ x e
Iy w | JEHLLE® D_* p2(1ly) Ethnicity
™ Emotion . w,
o1 Suppression ;--'
X W y=9Xx) ﬁ ) ;D—-» ps(I,) Emotion
w3
Face Face Blind Representation Domain Task
Image Representation (Optional) Adaptation Domain

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition”,
|IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDE
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SensitiveNets: Training Agnostic Representations

SensitiveNet: Learning Agnostic Representation
x = o(x)
Labels e.g. s € {male, female} p((p(X)) _ P(s = male|(<p(x)))
=== > Sensitivity P(s = female|(¢(x)))
I’ Detector -----':
1 X
- H ,l = 1 Gender € (;sle. female}
2 x ’ 2 1
A PN Pre-Trained = l - R 1 —
€T Model g II 2 1 1
£ z 1 1
Zz / Z 1 1
Sensitive Information - [l I— :
) Removal distance dyp—dyn :
______ Proposed iterative learning loop 4 1
to train ¢ (x) l.l 1
. Sz . N2 d
Zier[lo(xh) = EB)I° ~ lo(xh) — @(k)II” + A

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition”,
IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDE
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SensitiveNets: Training Agnostic Representations

Results
- APN | botrained X § Face Recognition 98.4% 96.8%
T Model g P
3 Gender Recognition 97.7% 58.8%
Ethnicity Recognition 98.8% 55.21%

Sensitive Information
Removal

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition”,

|IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDE
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©
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CASE STUDY 2: Biases in Multimodal Al i E

=
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http://biometrics.eps.uam.es/fierrez/files/2021_TPAMI_SensitiveNets_Morales.pdf
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Motivation

&he New Nork Times

Apple Card Investigated After
Gender Discrimination Complaints

A prominent software developer said on Twitter that the credit
card was “sexist” against women applying for credit.

DHH & v ‘ Steve Wozniak &
@dhh 4T (@stevewoz

The @AppleCard is such a fucking sexist program. My wife and
| filed joint tax returns, live in a community-property state, and
have been married for a long time. Yet Apple’s black box

The same thing happened to us. | got 10x the credit limit. We
have no separate bank or credit card accounts or any separate

algorithm thinks | deserve 20x the credit limit she does. No aSSGFS' Hard to get to a human for a correction though. It's big
appeals work. tech in 2019.
QO 29 mil 21:34 - 7 nov. 2019 ® O 4.152 1:51-10 nov. 2019 0]
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b What else does your resume data reveal? JiDA Lab

Photograph: —+— Name:
1D +++ \L | Aluna Doc ID +++
Gender +++ Gender +++
Ethnicity ++ | Data Chief Officer at XXXX '\l Ethnicity ++
Age ++ .
— Position:
Short Bio: Boston, USA w_ - | ID ++
Gender ++\ Gender ++
Ethnicity + ™ Short Bio: She helps leaders and Urganiza%:\ Age ++
Age ++ thrive with disruption as an expert on digital
transformation and leadership expert. Location:
Experience: — Ethr.ncny =+
Gender ++ s Experience: Sociocultural ++
Age +++ ® 2012- 2018 Senior Researcher
Sociocultural + ® 2009-2012 Junior Researcher | Skills:
) : Ethnicity ++
0 e N ) .
E duéatlgn Y Education: Skills: 4 Gender ++
ender ++ * Master (2009) * Language: English, Kenian Age +
gf:igt;ul[ura[ - o Bachelor (2007)  » Programming: C++, Python Sociocultural +

A. Peiia, I. Serna, A. Morales, J. Fierrez, “Bias in Multimodal Al: Testbed for Fair Automatic Recruitment”, Proc. of IEEE CVPR Workshop on
Fair, Data Efficient and Trusted Computer Vision (CVPRw), Washington, Seattle, USA, 2020.

A. Pefia, I. Serna, A. Morales and J. Fierrez, "FairCVtest Demo: Understanding Bias in Multimodal Learning with a Testbed in Fair Automatic
Recruitment", in ACM Intl. Conf. on Multimodal Interaction (ICMI), October 2020. (also presented at ECCV 2020) [PDF]
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http://biometrics.eps.uam.es/fierrez/files/2020_ICMI_FairDemo_Pena.pdf
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b FairCVdb: Research dataset for multimodal Al JiDA Lab

* 24K Profiles including:
o 12 features obtained from 5 information blocks (merits)
o 2 demographic attributes (gender and ethnicity)
o 1 face image from DiveFace database!
o 1 candidate score (human resources equation)

Candidate competencies Candidate score
n

x) =[x, ..,x)] —> T/ =p +Zaixi]
i=1

A. Pefia, I. Serna, A. Morales, J. Fierrez, “Bias in Multimodal Al: Testbed for Fair Automatic Recruitment”, Proc. of IEEE CVPR Workshop on
Fair, Data Efficient and Trusted Computer Vision (CVPRw), Washington, Seattle, USA, 2020.

1A. Morales, J. Fierrez, et al. “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, IEEE Trans. on Pattern Analysis and Machine Intelligence, 2020. [pdf][GitHub]

52

b FairCVdb: Research dataset for multimodal Al JiDA Lab

* 24K Profiles including:
o 12 features obtained from 5 information blocks (merits)
o 2 demographic attributes (gender and ethnicity)
o 1 face image from DiveFace database?!
o 1 candidate score (human resources equation)

Candidate competencies (Unbiased) Candidate score (Biased)
n
xf = [ { ""xrjl] — T/ = ﬁj + Z aixi] + Bias (Gender and Ethnicity)
i=1

https://github.com/BiDAlab/FairCVtest

A. Peiia, I. Serna, A. Morales, J. Fierrez, “Bias in Multimodal Al: Testbed for Fair Automatic Recruitment”, Proc. of IEEE CVPR Workshop on
Fair, Data Efficient and Trusted Computer Vision (CVPRw), Washington, Seattle, USA, 2020.
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https://arxiv.org/ftp/arxiv/papers/1902/1902.00334.pdf
https://github.com/BiDAlab/DiveFace
https://github.com/BiDAlab/FairCVtest
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Multimodal Learning Architecture ZiDA Lab

. Multimodal Network: input layer +
Deep Architecture (ResNet-50) 2 hidden layers (2x10 units) + output layer (1 unit)

Face Image

Aluna Doe

Boston, USA >
LI >
Short Bio: She helps leaders and organizations

thrive with disruption as an expert on digital

Score
transformation and leadership expert. - .
T)
Experience:
«  2017- Senior Consuliant Face representation (20 features)
*  20014-2017 - Junior Consultant
Education: Skills:

Merits (education, experience, languages, others) = 12 features

® Master (2014) » Language: English. Kenia
« Bachelor(2012) « Programming: C++, Python

Demographic attributes (gender and ethnicity) = 2 features

A. Pefia, I. Serna, A. Morales, J. Fierrez, “Bias in Multimodal Al: Testbed for Fair Automatic Recruitment”, Proc. of IEEE CVPR Workshop on
Fair, Data Efficient and Trusted Computer Vision (CVPRw), Washington, Seattle, USA, 2020.
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Multimodal Learning Architecture ZiDA Lab

Aluna Doe

Boston, USA

Short Bio: She helps leaders and organizations
thrive with disruption as an expert on digital
transformation and leadership expert.

Score
Experience: > .
s 2017- Senior Consultant T]
*  20014-2017 - Junior Consultant

Education: Skills:
® Master (2014) » Language: English. Kenia
« Bachelor(2012) « Programming: C++, Python

Merits (education, experience, languages, others) = 12 features

Distribution of the top 100 candidates

Input Features Gender
Bias

Merits Dem. Face Male Female

yes yes 50% 50% 0%
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Aluna Doe

Boston, USA

Short Bio: She helps leaders and organizations
thrive with disruption as an expert on digital
transformation and leadership expert.

Experience:
*  2017- Senior Consultant
®  20014-2017 - Junior Consultant

Education: Skills:
*  Master (2014) + La ge: English, Kenia

Multimodal Learning Architecture

Merits (education, experience, languages, others) = 12 features

iDA Lab

« Bachelor(2012) + Programming: C++ Python

Demographic attributes (gender and ethnicity) = 2 features

Distribution of the top 100 candidates

Score
-’ .
T

Input Features Gender
Bias A
Merits Dem. Face Male Female
yes yes yes 87% 13% 74%
56
Multimodal Learning Architecture BiDA Lab
i Multimodal Network: input layer +
Deep Architecture (ResNet-50) 2 hidden layers (2x10 units) + output layer (1 unit)
Face Image
Aluna Doe
Boston, USA > m
Short Bio: She helps leaders and organizations I_u_u_l/
thrive with disruption as an expert on digital Score
transformation and leadership expert. - R
T]
Experience:
«  2017- Senior Consuliant Face representation (20 features)
*  20014-2017 - Junior Consultant
Education: Skills: Merits (education, experience, languages, others) = 12 features
o Master (2014) « Language: English. Kenia
« Bachelor(2012) + Programming: C++ Python
Distribution of the top 100 candidates
Input Features Gender
Bias A
Merits Dem. Face Male Female
yes yes yes 77% 23% 54%
57
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b Multimodal Learning Architecture ZiDA Lab
Multimodal Network: input layer +

Deep Architecture (ResNet-50) 2 hidden layers (2x10 units) + output layer (1 unit)

Face Image

Aluna Doe Discrimination-aware
Learning

Boston, USA .

Short Bio: She helps leaders and organizations
thrive with disruption as an expert on digital Score
transformation and leadership expert. - .

Experience:
2017- Senior Consultant Face representation (20 features)
®  20014-2017 - Junior Consultant

Education: Skills: Merits (education, experience, languages, others) = 12 features
s Master (2014) o Language: English. Kenia
« Bachelor (2012) + Programming: C++ Python

Distribution of the top 100 candidates

Input Features Gender

Scenario Bias A
Merits Dem. Face Male Female

Agnostic yes yes yes 50% 50% 0%

A. Morales, J. Fierrez, et al. “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, IEEE Trans. on Pattern Analysis and Machine Intelligence, 2020. [pdf][GitHub]
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b FairCVtest GitHub iDA Lab

BiDAlab / FairCVtest @ Unwatch» 1 *Star 0 []
FairCVtest available in GitHub ~ R : .
https://github.com/BiDAlab/FairCVtest
19 it 1 branch mo k 0
B README.md 7

FairCVtest: Testbed for Fair Automatic Recruitment and
Multimodal Bias Analysis

from a face pt

ainment data, thnic: nction), availability, previous

y
f 8 different and common la
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https://arxiv.org/ftp/arxiv/papers/1902/1902.00334.pdf
https://github.com/BiDAlab/DiveFace
https://github.com/BiDAlab/FairCVtest

17/02/2021

Generating Explanations

A. Ortega, J. Fierrez, A. Morales, Z. Wang and T. Ribeiro, "Symbolic Al for XAl: Evaluating LFIT Inductive Programming for Fair and
Explainable Automatic Recruitment”, in IEEE/CVF Winter Conf. on Applications of Computer Vision Workshops (WACVw), Jan. 2021. [PDF]
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Generating Explanations via Inductive Programming

Input features (variables) Classifier as black box (in/out)

V={vy,V,,v3} v;€{0,1} v, ;€N

Output classes = target = t
{0,1}

Examples (two inputs
Vp={v,;=0,v,=5,v;=2}, t=0
Vg={v,;=1,v,=3,v,=0}, t=1

A. Ortega, J. Fierrez, A. Morales, Z. Wang and T. Ribeiro, "Symbolic Al for XAl: Evaluating LFIT Inductive Programming for Fair and
Explainable Automatic Recruitment”, in IEEE/CVF Winter Conf. on Applications of Computer Vision Workshops (WACVw), Jan. 2021. [PDF]
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http://biometrics.eps.uam.es/fierrez/files/2021_WACV_XAI_Alfonso.pdf
http://biometrics.eps.uam.es/fierrez/files/2021_WACV_XAI_Alfonso.pdf
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Generating Explanations via Inductive Programming

Input features (variables) Classifier as black box (in/out)

V={v,,v,, vy} v;€{0,1} v, ;N

Output classes = target = t
{0,1}
Examples (two inputs

——e— e e = = = = = = = = = Declarative explanation
(propositional logic program)

Vp={v,=0,v,=5,v;=2}, t=

target (0) : -v, (0) .
target (0) : -v, (1) .

P

<
<
<

Vg={v,;=1,v,=3,v5;=0}, t=1

Logical equivalent (white-box) system

A. Ortega, J. Fierrez, A. Morales, Z. Wang and T. Ribeiro, "Symbolic Al for XAl: Evaluating LFIT Inductive Programming for Fair and
Explainable Automatic Recruitment”, in IEEE/CVF Winter Conf. on Applications of Computer Vision Workshops (WACVw), Jan. 2021. [PDF]

62

Bias and Discrimination, Problem Formulation:

< |. Serna, et al., "Algorithmic Discrimination: Formulation and Exploration in Deep Learning-based Face Biometrics", AAAI 2020 (SafeAl Workshop)
Measuring Bias:

« A. Acien, et al., "Measuring the Gender and Ethnicity Bias in Deep Models for Face Recognition", CIARP 2018

Predicting Bias:

« |. Serna, et al., "InsideBias: Measuring Bias in Deep Networks and Application to Face Gender Biometrics", ICPR 2020

Reducing Bias:

« A. Morales, et al., “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, TPAMI 2021

« |. Serna, et al., "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with Discrimination-Aware Deep Learning," arXiv:2004.11246
Bias in Multimodal Al, Benchmark:

« A Pefia, et al., "FairCVtest Demo: Understanding Bias in Multimodal Learning with a Testbed in Fair Automatic Recruitment”, ICMI and ECCV 2020
Generating Explanations:

» A. Ortega, et al., "Symbolic Al for XAl: Evaluating LFIT Inductive Programming for Fair and Explainable Automatic Recruitment”, WACVw 2021

Funding: BIBECA (RTI2018-101248-B-100 MINECO/FEDER), REAVIPERO (RED2018-102511-T), TRESPASS
(H2020-MSCA-ITN-2019-860813), PRIMA (H2020-MSCA-ITN-2019-860315), and ACCENTURE.

z ~
v e
http://sensitivenets.com . _}q'mmm ég_ %g - erfn{?ﬂters
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http://biometrics.eps.uam.es/fierrez/files/2021_WACV_XAI_Alfonso.pdf
http://biometrics.eps.uam.es/
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http://aythami.me/

