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Is Google Racist?

Introduction

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich and I. Rahwan, "Algorithmic Discrimination: Formulation and Exploration in Deep 

Learning-based Face Biometrics", in AAAI Workshop on Artificial Intelligence Safety (SafeAI), New York, USA, February 2020. [PDF]
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http://biometrics.eps.uam.es/fierrez/files/2020_AAAI_Discrimination_Serna.pdf
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From Classical Programming to Machine Learning

Rules

Data

Classic
Programming Responses

Experience Learning Responses
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From Classical Programming to Machine Learning

Rules

Data

Classic
Programming Responses

Data

Responses

Machine 
Learning Rules

Experience Learning Responses

What factors 

affect 

decision-making?
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From Human Behavior to Machine Behavior

Human Behavior Machine Behavior
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From Human Behavior to Machine Behavior

Human Objectives

Human Behavior Machine Behavior

➢ Learning process is guided by pre-

defined objectives.

➢ These objectives use to be a 

simplification of human 

thinking/tasks.
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From Human Behavior to Machine Behavior

Human Objectives

Human Behavior Machine Behavior

➢ Learning process is guided by pre-

defined objectives.

➢ These objectives use to be a 

simplification of human 

thinking/tasks.

➢ Absence of direct path between 

Machine Behavior and Human 

Behavior
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0
Modelo

Human Cognition

Turing Award 2018 (Hinton, Bengio, LeCunn) + most significant works at AAAI 2020: 

Machine Learning of data structures: Capsule Networks, 

Neuro-Syntactic Machine Learning, Concept Reasoning, 

Experience Grounds, Logic Rules, ...
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Algorithmic Discrimination

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich and I. Rahwan, "Algorithmic Discrimination: Formulation and Exploration in Deep 

Learning-based Face Biometrics", in AAAI Workshop on Artificial Intelligence Safety (SafeAI), New York, USA, February 2020. [PDF]

13

What is Algorithmic Discrimination?

➢ Constitución Española: 

• Artículo 14: los españoles son iguales ante la ley, sin que pueda prevalecer discriminación

alguna por razón de nacimiento, raza, sexo, religión, opinión o cualquier otra condición o 

circunstancia personal o social.

➢ Universal Declaration of Human Rights

• All are entitled to equal protection against any discrimination in violation of this Declaration 

and against any incitement to such discrimination.

➢ General Data Protection Regulation (GDPR) 

• According to paragraph 71 of GDPR, data controllers who process sensible data have to 

“implement appropriate technical and organizational measures…” that “…prevent, inter alia, 

discriminatory effects”. 

THE RIGHT TO NON DISCRIMINATION IS A FUNDAMENTAL RIGHT

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich and I. Rahwan, "Algorithmic Discrimination: Formulation and Exploration in Deep 

Learning-based Face Biometrics", in AAAI Workshop on Artificial Intelligence Safety (SafeAI), New York, USA, February 2020. [PDF]
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http://biometrics.eps.uam.es/fierrez/files/2020_AAAI_Discrimination_Serna.pdf
http://biometrics.eps.uam.es/fierrez/files/2020_AAAI_Discrimination_Serna.pdf
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Data and Sensitive Information

Audio

• ID

• Language

• Accent

• Age

• Gender

• Context

• …

Image

• Context

• ID

• Age

• Ethnicity

• Gender

• …

Text

• Language

• Script

• Context

• Social & 
Cultural

• Ideas

• …

Identity: Miguel A. Silvestre

Gender: Male

Age: 36

Race: White

Health: Good

Emotion: Neutral

Political convictions: unknown

…

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich and I. Rahwan, "Algorithmic Discrimination: Formulation and Exploration in Deep 

Learning-based Face Biometrics", in AAAI Workshop on Artificial Intelligence Safety (SafeAI), New York, USA, February 2020. [PDF]
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How Algorithmic Discrimination appears?

Human & Data biases Machine learning biases

DATA REPRESENTATION 

LEARNING

AUTOMATIC DECISION 

MAKING

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich and I. Rahwan, "Algorithmic Discrimination: Formulation and Exploration in Deep 

Learning-based Face Biometrics", in AAAI Workshop on Artificial Intelligence Safety (SafeAI), New York, USA, February 2020. [PDF]
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http://biometrics.eps.uam.es/fierrez/files/2020_AAAI_Discrimination_Serna.pdf
http://biometrics.eps.uam.es/fierrez/files/2020_AAAI_Discrimination_Serna.pdf
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Understanding Biases in AI

➢ CASE STUDY 1: Face Recognition

➢ CASE STUDY 2: Biases in Multimodal AI
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Understanding Biases in AI

➢ CASE STUDY 1: Face Recognition

➢ CASE STUDY 2: Biases in Multimodal AI
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Measuring the Bias

A. Acien, A. Morales, R. Vera-Rodriguez, I. Bartolome and J. Fierrez, "Measuring the Gender and Ethnicity Bias in Deep Models for Face

Recognition", in IAPR Iberoamerican Congress on Pattern Recognition (CIARP), LNCS, Springer, vol. 11401, Madrid, Spain, November 2018. [PDF]

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich, I. Rahwan, "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with 

Discrimination-Aware Deep Learning," arXiv:2004.11246, 2020.

Diversity in Face Recognition Databases

In order to obtain demographic statistics, gender and ethnicity classification algorithms were trained based on a ResNet-50 model and

12K identities of DiveFace database (equally distributed between the six demographic groups). Models were evaluated in 20K labeled

images of Celeb-A with performance over 97%.

# images # identities
# Avg. Images 

per identity

Asian Black Caucasian

Female Male Female Male Female Male

MS-Celeb-1M 8.5M 100K 85 4.5% 7.7% 3.9% 12.1% 19.2% 52.4%

Megaface 4.7M 660K 7 8.1% 10.6% 4.7% 6.2% 30.3% 40.0%

VGGFace2 3.3M 9K 370 3.6% 3.4% 6.3% 10.5% 30.2% 45.9%

VGGFace 2.6M 2.6K 1K 2.9% 2.1% 6.9% 5.8% 38.6% 43.7%

YouTubeFaces 621K 1.6K 390 3.0% 7.9% 4.0% 7.7% 20.3% 56.9%

CasiaFace 500K 10.5K 48 2.6% 2.6% 5.7% 7.2% 33.2% 48.8%

CelebA 203K 10.2K 20 5.5% 4.4% 8.2% 6.4% 41.5% 33.9%

PubFig 58K 200 294 1.0% 2.0% 5.5% 6.5% 35.5% 49.5%

IJB-C 21K 3.5K 6 6.2% 5.4% 6.0% 11.8% 30.2% 40.3%

UTKface 24K - - 8.9% 7.1% 16.3% 21.5% 20.0% 26.2%

LFW 15K 5.7K 2 2.2% 7.2% 3.3% 9.6% 18.7% 58.9%

BioSecure 2.7K 667 4 4.5% 4.3% 2.1% 3.1% 36.0% 50.1%

Average 3.8% 4.7% 5.3% 8.1% 28.4% 44.5%

DiveFace 120K 24K 5 16.7% 16.7% 16.7% 16.7% 16.7% 16.7%

sensitivenets.com

18
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http://biometrics.eps.uam.es/fierrez/files/2018_CIARP_BiasFace_Acien.pdf


17/02/2021

11

20

Is it a Real Thread?

Treating a person or particular group of people differently, especially in a worse way from the way in 

which you treat other people, because of their skin colour, gender, age, etc.

Cambridge English Dictionary, Definition of Discrimination

CASE STUDY: Face Recognition Performance

Caucassian Asian Black

Male Female Male Female Male Female

98% 98% 93% 93% 93% 95%

A. Acien, A. Morales, R. Vera-Rodriguez, I. Bartolome and J. Fierrez, "Measuring the Gender and Ethnicity Bias in Deep Models for Face

Recognition", in IAPR Iberoamerican Congress on Pattern Recognition (CIARP), LNCS, Springer, vol. 11401, Madrid, Spain, November 2018. [PDF]
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Is it a Real Thread?

Treating a person or particular group of people differently, especially in a worse way from the way in 

which you treat other people, because of their skin colour, gender, age, etc.

Cambridge English Dictionary, Definition of Discrimination

Errors × 3.5

Your ethnicity clearly affects the probability

to be incorrectly matched

A. Acien, A. Morales, R. Vera-Rodriguez, I. Bartolome and J. Fierrez, "Measuring the Gender and Ethnicity Bias in Deep Models for Face

Recognition", in IAPR Iberoamerican Congress on Pattern Recognition (CIARP), LNCS, Springer, vol. 11401, Madrid, Spain, November 2018. [PDF]
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Is it a Real Thread?

Treating a person or particular group of people differently, especially in a worse way from the way in 

which you treat other people, because of their skin colour, gender, age, etc.

Cambridge English Dictionary, Definition of Discrimination

Errors × 2.5

Your ethnicity clearly affects the probability

to be incorrectly matched

A. Acien, A. Morales, R. Vera-Rodriguez, I. Bartolome and J. Fierrez, "Measuring the Gender and Ethnicity Bias in Deep Models for Face

Recognition", in IAPR Iberoamerican Congress on Pattern Recognition (CIARP), LNCS, Springer, vol. 11401, Madrid, Spain, November 2018. [PDF]
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http://biometrics.eps.uam.es/fierrez/files/2018_CIARP_BiasFace_Acien.pdf
http://biometrics.eps.uam.es/fierrez/files/2018_CIARP_BiasFace_Acien.pdf
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Is it a Real Thread?

Treating a person or particular group of people differently, especially in a worse way from the way in 

which you treat other people, because of their skin colour, gender, age, etc.

Cambridge English Dictionary, Definition of Discrimination

Errors × 3.5

Your ethnicity clearly affects the probability

to be incorrectly matched

A. Acien, A. Morales, R. Vera-Rodriguez, I. Bartolome and J. Fierrez, "Measuring the Gender and Ethnicity Bias in Deep Models for Face

Recognition", in IAPR Iberoamerican Congress on Pattern Recognition (CIARP), LNCS, Springer, vol. 11401, Madrid, Spain, November 2018. [PDF]

Caucassian Asian Black Avg. Std

3.36% 5.52% 5.62% 4.95% 1.03

min
𝐰



𝐱𝑗∈𝑆

ℒ 𝑂 𝐱𝑗 𝐰 ,𝑇𝑗

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich, I. Rahwan, "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with 

Discrimination-Aware Deep Learning," arXiv:2004.11246, 2020.

ResNet50

Improving both Fairness and Recognition Performance

24

25

http://biometrics.eps.uam.es/fierrez/files/2018_CIARP_BiasFace_Acien.pdf


17/02/2021

14

Caucassian Asian Black Avg. Std

3.36% 5.52% 5.62% 4.95% 1.03

min
𝐰



𝐱𝑗∈𝑆1

ℒ 𝑂 𝐱𝑗 𝐰 , 𝑇𝑗 + 

𝐱𝑗∈𝑆2

ℒ 𝑂 𝐱𝑗 𝐰 , 𝑇𝑗 + 

𝐱𝑗∈𝑆3

ℒ 𝑂 𝐱𝑗 𝐰 , 𝑇𝑗

ResNet50

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich, I. Rahwan, "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with 

Discrimination-Aware Deep Learning," arXiv:2004.11246, 2020.

Improving both Fairness and Recognition Performance

Caucassian Asian Black Avg. Std

3.36% 5.52% 5.62% 4.95% 1.03

2.72% 3.78% 3.66% 3.34% (↓30%) 0.42% (↓54%)

ResNet50

ResNet50-RAI

Responsible AI Improves the Recognition Performance

I. Serna, A. Morales, J. Fierrez, M. Cebrian, N. Obradovich, I. Rahwan, "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with 

Discrimination-Aware Deep Learning," arXiv:2004.11246, 2020.

Improving both Fairness and Recognition Performance

26
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Predicting the Bias

I. Serna, A. Peña, A. Morales and J. Fierrez, "InsideBias: Measuring Bias in Deep Networks and Application to Face Gender Biometrics",

in IAPR Intl. Conf. on Pattern Recognition (ICPR), Milan, Italy, January 2021. [PDF]

Biases in Deep Networks

AI trend during last decade: excellent performance + low transparency

Biased Performance

Biased Training Process

28

29

http://biometrics.eps.uam.es/fierrez/files/2020_ICPR_InsideBias_Serna.pdf
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filters

Our Method: InsideBias

airplane
cat

bike
dog

1st 

layer

3rd layer 4th layer

2nd layer

last layer

…th layer

input

Convolution
feature 

extraction

Fully connected
classification

Convolutional Neural Network (CNN)

Our Method: InsideBias

• Filters at layer 𝑙 = 1

Filter
s

30

31
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Our Method: InsideBias

• Step 1. The input is convolved with
the filters of the layer 𝑙 and put
through the activation function to

form the output feature maps 𝐀𝑖
[𝑙]

Our Method: InsideBias

𝐀𝑖
[𝑙]

𝐀𝑖
[𝑙]

Average Activation= 𝐴
𝑖
[𝑙]

= 2.10

Step 2. We compute the

average activation 𝐀𝑖
[𝑙]

for each

feature map i in the layer 𝑙:

32

33
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Our Method: InsideBias

𝐀𝑖
[𝑙]

Average Activation= 𝐴
𝑖
[𝑙]

= 2.10

0.11 1.34
6.51 1.56

2.02 3.17
2.37 2.89

2.68 3.24
5.99 4.04

3.35 0.42
3.89 3.23

0.33 6.54
2.21 0.10

0.56 3.78
0.80 2.51

2.26 5.84
4.95 4.02

1.78 1.40
1.98 0.03

0.11 1.78
6.30 0.84

𝟐.𝟏𝟎 3.25
3.79 2.81

6.08 5.76
1.67 4.55

0.08 1.71
0.09 4.81

3.52 4.73
5.71 5.86

1.94 3.17
2.98 3.04

0.92 1.23
4.67 4.44

0.12 1.54
4.53 1.76

Step 2. We compute the

average activation 𝐀𝑖
[𝑙]

for each

feature map i in the layer 𝑙:

𝐀𝑖
[𝑙]

Our Method: InsideBias

0.11 1.34
6.51 1.56

2.02 3.17
2.37 2.89

2.68 3.24
5.99 4.04

3.35 0.42
3.89 3.23

0.33 𝟔.𝟓𝟒
2.21 0.10

0.56 3.78
0.80 2.51

2.26 5.84
4.95 4.02

1.78 1.40
1.98 0.03

0.11 1.78
6.30 0.84

2.10 3.25
3.79 2.81

6.08 5.76
1.67 4.55

0.08 1.71
0.09 4.81

3.52 4.73
5.71 5.86

1.94 3.17
2.98 3.04

0.92 1.23
4.67 4.44

0.12 1.54
4.53 1.76

• Step 3. We calculate the activation

λ[𝑙] as the maximum of 𝐴𝑖
[𝑙]

for all 

feature maps in layer 𝑙

λ[𝑙] = max
𝑖

𝐴𝑖
[𝑙]

= 6.54

34

35
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Our Method: InsideBias

airplane
cat

bike

dog

1st 

layer

3rd 

layer
4th 

layer

2nd 

layer

last layer

…th

layer

inpu
t

Convolutional Neural Network (CNN)

λ[1] λ[2] λ[3] λ[4]

Lambda activation per layer

• Two Tasks:

o Digit recognition
Architecture: VGG (610k parameters)

Dataset: Colored MNIST (inspired by [1])

• 3 RGB colors (red, green and blue).
• Training set: 60k samples. 90% primary 

color and 10% remaining two colors.
• Test set: 10k samples. Equal color 

distribution (1/3 x 3).

o Face gender classification
Architecture: VGG (660k) and ResNet (370k)

Dataset: DiveFace (available in [2])

• Gender
▪ Male
▪ Female

• Ethnicity 
A. Japan, China, Korea, ...; 
B. Sub-Saharan Africa, India, …; 
C. Europe, America, …

Experimental Framework

1 B. Kim, H. Kim, K. Kim, S. Kim, and J. Kim, “Learning Not to Learn: Training Deep Neural Networks With Biased Data”, CVPR 2019.
2 A. Morales, J. Fierrez, et al. “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, TPAMI 2021. Dataset @ 

I. Serna, A. Peña, A. Morales and J. Fierrez, "InsideBias: Measuring Bias in Deep Networks and Application to Face Gender Biometrics",

in IAPR Intl. Conf. on Pattern Recognition (ICPR), Milan, Italy, January 2021. [PDF]

36

37

http://biometrics.eps.uam.es/fierrez/files/2020_ICPR_InsideBias_Serna.pdf
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Experiments: Face Gender Recognition

Model A B C Avg Std

ResNet Biased (A) 96.84 94.14 94.45 95.14 1.21
ResNet Biased (B) 93.29 96.86 95.40 95.18 1.47
ResNet Biased (C) 94.80 95.21 97.01 95.67 0.96
ResNet Unbiased 95.50 95.35 96.11 95.65 0.33

• Biased: priviledge ethnic group = 90% | other two = 5%
• Unbiased: 33% images from each group

* Database available: https://github.com/BiDAlab/DiveFace

***

A. Morales, J. Fierrez, et al. “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, TPAMI 2021. 

Experiments: Detecting Bias with Very Few Samples

Group A

Confidence 

score (in 

Gender 

Classification)

Activation λ[𝑙]

(for the Group)

Activation  

Ratio Λ𝑑
[𝑙]

100% 2.82

ൗ2.53
2.82

= 𝟎. 𝟗𝟎

100% 2.65

100% 2.53

Group B

Group C

Only 5 samples

Biased Model 
A

Biased Model 
A

Biased Model 
A

I. Serna, A. Peña, A. Morales and J. Fierrez, "InsideBias: Measuring Bias in Deep Networks and Application to Face Gender Biometrics",

in IAPR Intl. Conf. on Pattern Recognition (ICPR), Milan, Italy, January 2021. [PDF]

38
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https://github.com/BiDAlab/DiveFace
http://biometrics.eps.uam.es/fierrez/files/2020_ICPR_InsideBias_Serna.pdf
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Reducing the Bias

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition",

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDF]

Gender

Ethnicity

Age
SENSITIVE 

INFORMATION 

REMOVAL

Fair and 

transparent 
decision-making

Biased data Biased machine learning 

Removing Sensitive Information from Decision-Making

40

41

http://biometrics.eps.uam.es/fierrez/files/2021_TPAMI_SensitiveNets_Morales.pdf
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ModelModel Output

Objective/Target Function

Input Data Sample

Loss Function

Training Data

min
𝐰



𝐱𝑗∈𝑆

ℒ 𝑂 𝐱𝑗 𝐰 , 𝑇𝑗 + Δ𝑗

Learning Agnostic Representations via Losses

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition",

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDF]

ModelModel Output

Objective/Target Function

Input Data Sample

Loss Function

Training Data

Learning Agnostic Representations via Losses

min
𝐰



𝐱𝑗∈𝑆

ℒ 𝑂 𝐱𝑗 𝐰 , 𝑇𝑗 + Δ𝑗

Sensitive

Regularizer

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition",

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDF]

42

43

http://biometrics.eps.uam.es/fierrez/files/2021_TPAMI_SensitiveNets_Morales.pdf
http://biometrics.eps.uam.es/fierrez/files/2021_TPAMI_SensitiveNets_Morales.pdf
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SensitiveNets: Framework

Pre-trained 

Model

𝐰

𝐱

𝐈𝐱

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition",

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDF]

SensitiveNets: Framework

Pre-trained 

Model

𝐰

𝐱 𝐩1(𝐈𝐱)

𝐩2(𝐈𝐱)

𝐩3(𝐈𝐱)

Gender

Ethnicity

Verification

Emotion

Task

Domain

Domain

Adaptation

Face

Representation

Face

Image

𝐟1(𝐱)

𝐟2(𝐱)

𝐟3(𝐱)

Dense layer with 1024 units (ReLu) 

Dense layer with 𝐶𝑘 units (softmax) units 

𝐩0(𝐈𝐱)

𝐈𝐱

𝐟0 𝐱 = 𝐱

𝐰0

𝐰1

𝐰2

𝐰𝟑

Learning 𝐰,𝐰𝐄, 𝐰𝑘 → Evaluating multiple 𝑂𝑘 𝐈𝐱 𝐰,𝐰E,𝐰𝑘 vs 𝑇𝑘 𝐈𝐱 groundtruth

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition",

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDF]

44

45

http://biometrics.eps.uam.es/fierrez/files/2021_TPAMI_SensitiveNets_Morales.pdf
http://biometrics.eps.uam.es/fierrez/files/2021_TPAMI_SensitiveNets_Morales.pdf
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SensitiveNets: Framework

Pre-trained 

Model

𝐰

𝐱 𝐩1(𝐈𝐱)

𝐩2(𝐈𝐱)

𝐩3(𝐈𝐱)

Gender

Ethnicity

Verification

Emotion

Task

Domain

Domain

Adaptation

Face

Representation

Face

Image

𝐟1(𝐲)

𝐟2(𝐲)

𝐟3(𝐲)

Dense layer with 1024 units (ReLu) 

Dense layer with 𝐶𝑘 units (softmax) units 

𝐩0(𝐈𝐱)

𝐈𝐱

𝐱

Emotion 

Suppression

𝐰E
𝐲 = 𝛗(𝐱)

𝐟0 𝐲 = 𝐲

𝐰0

𝐰1

𝐰2

𝐰𝟑

Learning 𝐰,𝐰𝐄, 𝐰𝑘 → Evaluating multiple 𝑂𝑘 𝐈𝐱 𝐰,𝐰E,𝐰𝑘 vs 𝑇𝑘 𝐈𝐱 groundtruth

Blind Representation

(Optional)

𝐲 = 𝐱

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition",

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDF]

SensitiveNets: Training Agnostic Representations

Sensitivity 

Detector
E.g. 

Gender ∈ 𝑚𝑎𝑙𝑒, 𝑓𝑒𝑚𝑎𝑙𝑒

Sensitive Information

Removal

Triplet

distance

cost

N
o
rm

a
liz

a
ti
o
n

DB
Pre-Trained

Model

𝐱

N
o
rm

a
liz

a
ti
o
n

𝜑 𝐱

σ𝑖∈𝐓 𝜑 𝐱𝐀
𝑖 − 𝜑 𝐱𝐏

𝑖 2
− 𝜑 𝐱𝐀

𝑖 − 𝜑 𝐱𝐍
𝑖 2

+ Λ𝑖

𝑝 𝜑 𝐱 =
𝑃 𝑠 = 𝑚𝑎𝑙𝑒 𝜑 𝒙

𝑃 𝑠 = 𝑓𝑒𝑚𝑎𝑙𝑒 𝜑 𝒙

𝑑𝐀,𝐏
′ − 𝑑𝐀,𝐍

′

Labels e.g.  𝑠 ∈ 𝑚𝑎𝑙𝑒, 𝑓𝑒𝑚𝑎𝑙𝑒

…

𝜑 𝒙𝒙

SensitiveNet: Learning Agnostic Representation

𝐀, 𝐏, 𝐍

∈ 𝐓

Proposed iterative learning loop 

to train 𝜑 𝐱

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition",

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDF]
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http://biometrics.eps.uam.es/fierrez/files/2021_TPAMI_SensitiveNets_Morales.pdf
http://biometrics.eps.uam.es/fierrez/files/2021_TPAMI_SensitiveNets_Morales.pdf
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Sensitive Information

Removal

N
o
rm

a
liz

a
ti
o
n

DB
Pre-Trained

Model

𝐱

N
o
rm

a
liz

a
ti
o
n

𝜑 𝐱…𝐀, 𝐏, 𝐍

∈ 𝐓

Results

Task Before (𝐱) After

(𝜑 𝐱 )

Face Recognition 98.4% 96.8%

Gender Recognition 97.7% 58.8%

Ethnicity Recognition 98.8% 55.21%

SensitiveNets: Training Agnostic Representations

A. Morales, J. Fierrez, R. Vera-Rodriguez and R. Tolosana, "SensitiveNets: Learning Agnostic Representations with Application to Face Recognition",

IEEE Trans. on Pattern Analysis and Machine Intelligence, 2021. [PDF]

49

Understanding Bias in AI

➢ CASE STUDY 1: Face Recognition

➢ CASE STUDY 2: Biases in Multimodal AI

48
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http://biometrics.eps.uam.es/fierrez/files/2021_TPAMI_SensitiveNets_Morales.pdf
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Motivation

What else does your resume data reveal?

A. Peña, I. Serna, A. Morales, J. Fierrez, “Bias in Multimodal AI: Testbed for Fair Automatic Recruitment”, Proc. of IEEE CVPR Workshop on
Fair, Data Efficient and Trusted Computer Vision (CVPRw), Washington, Seattle, USA, 2020.

A. Peña, I. Serna, A. Morales and J. Fierrez, "FairCVtest Demo: Understanding Bias in Multimodal Learning with a Testbed in Fair Automatic
Recruitment", in ACM Intl. Conf. on Multimodal Interaction (ICMI), October 2020. (also presented at ECCV 2020) [PDF]
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http://biometrics.eps.uam.es/fierrez/files/2020_ICMI_FairDemo_Pena.pdf
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• 24K Profiles including:
o 12 features obtained from 5 information blocks (merits)
o 2 demographic attributes (gender and ethnicity)
o 1 face image from DiveFace database1

o 1 candidate score  (human resources equation)

𝐱𝑗 = [𝑥1
𝑗
, … , 𝑥𝑛

𝑗
]

Candidate score

FairCVdb: Research dataset for multimodal AI 

𝑇𝑗 = 𝛽𝑗 +

𝑖=1

𝑛

𝛼𝑖𝑥𝑖
𝑗

Candidate competencies

1A. Morales, J. Fierrez, et al. “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, IEEE Trans. on Pattern Analysis and Machine Intelligence, 2020. [pdf][GitHub]

A. Peña, I. Serna, A. Morales, J. Fierrez, “Bias in Multimodal AI: Testbed for Fair Automatic Recruitment”, Proc. of IEEE CVPR Workshop on
Fair, Data Efficient and Trusted Computer Vision (CVPRw), Washington, Seattle, USA, 2020.

• 24K Profiles including:
o 12 features obtained from 5 information blocks (merits)
o 2 demographic attributes (gender and ethnicity)
o 1 face image from DiveFace database1

o 1 candidate score  (human resources equation)

𝐱𝑗 = [𝑥1
𝑗
, … , 𝑥𝑛

𝑗
]

Candidate competencies (Unbiased) Candidate score (Biased)

FairCVdb: Research dataset for multimodal AI 

𝑇𝑗 = 𝛽𝑗 +

𝑖=1

𝑛

𝛼𝑖𝑥𝑖
𝑗 + Bias (Gender and Ethnicity)

https://github.com/BiDAlab/FairCVtest

A. Peña, I. Serna, A. Morales, J. Fierrez, “Bias in Multimodal AI: Testbed for Fair Automatic Recruitment”, Proc. of IEEE CVPR Workshop on
Fair, Data Efficient and Trusted Computer Vision (CVPRw), Washington, Seattle, USA, 2020.
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https://arxiv.org/ftp/arxiv/papers/1902/1902.00334.pdf
https://github.com/BiDAlab/DiveFace
https://github.com/BiDAlab/FairCVtest
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Multimodal Learning Architecture

Merits (education, experience, languages, others) = 12 features

Demographic attributes (gender and ethnicity) = 2 features

Face representation (20 features)

Deep Architecture (ResNet-50)
Multimodal Network: input layer +                           

2 hidden layers (2×10 units) + output layer (1 unit)

Score

𝑇𝑗

Face Image

A. Peña, I. Serna, A. Morales, J. Fierrez, “Bias in Multimodal AI: Testbed for Fair Automatic Recruitment”, Proc. of IEEE CVPR Workshop on
Fair, Data Efficient and Trusted Computer Vision (CVPRw), Washington, Seattle, USA, 2020.

Multimodal Learning Architecture

Bias

Input Features Gender

𝚫
Merits Dem. Face Male Female

yes yes no no 50% 50% 0%

Merits (education, experience, languages, others) = 12 features

Score

𝑇𝑗

Distribution of the top 100 candidates

54

55
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Multimodal Learning Architecture

Bias

Input Features Gender

𝚫
Merits Dem. Face Male Female

yes yes yes no 87% 13% 74%

Merits (education, experience, languages, others) = 12 features

Demographic attributes (gender and ethnicity) = 2 features

Score

𝑇𝑗

Distribution of the top 100 candidates

Multimodal Learning Architecture

Merits (education, experience, languages, others) = 12 features

Face representation (20 features)

Deep Architecture (ResNet-50)
Multimodal Network: input layer +                           

2 hidden layers (2×10 units) + output layer (1 unit)

Score

𝑇𝑗

Face Image

Bias

Input Features Gender

𝚫
Merits Dem. Face Male Female

yes yes no yes 77% 23% 54%

Distribution of the top 100 candidates
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Multimodal Learning Architecture

Merits (education, experience, languages, others) = 12 features

Face representation (20 features)

Deep Architecture (ResNet-50)
Multimodal Network: input layer +                           

2 hidden layers (2×10 units) + output layer (1 unit)

Score

𝑇𝑗

Face Image

Scenario Bias

Input Features Gender

𝚫
Merits Dem. Face Male Female

Agnostic yes yes no yes 50% 50% 0%

Distribution of the top 100 candidates

Discrimination-aware
Learning

A. Morales, J. Fierrez, et al. “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, IEEE Trans. on Pattern Analysis and Machine Intelligence, 2020. [pdf][GitHub]

FairCVtest GitHub

FairCVtest available in GitHub 
https://github.com/BiDAlab/FairCVtest
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https://arxiv.org/ftp/arxiv/papers/1902/1902.00334.pdf
https://github.com/BiDAlab/DiveFace
https://github.com/BiDAlab/FairCVtest
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Generating Explanations

A. Ortega, J. Fierrez, A. Morales, Z. Wang and T. Ribeiro, "Symbolic AI for XAI: Evaluating LFIT Inductive Programming for Fair and 

Explainable Automatic Recruitment", in IEEE/CVF Winter Conf. on Applications of Computer Vision Workshops (WACVw), Jan. 2021. [PDF]

Generating Explanations via Inductive Programming

Input features (variables)
V={v1,v2,v3} v1∊{0,1} v2,3∊𝚴

Examples (two inputs)
VA={v1=0,v2=5,v3=2}, t=0

VB={v1=1,v2=3,v3=0}, t=1

Output classes = target = t 
{0,1} 

Classifier as black box (in/out)

A. Ortega, J. Fierrez, A. Morales, Z. Wang and T. Ribeiro, "Symbolic AI for XAI: Evaluating LFIT Inductive Programming for Fair and 

Explainable Automatic Recruitment", in IEEE/CVF Winter Conf. on Applications of Computer Vision Workshops (WACVw), Jan. 2021. [PDF]
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http://biometrics.eps.uam.es/fierrez/files/2021_WACV_XAI_Alfonso.pdf
http://biometrics.eps.uam.es/fierrez/files/2021_WACV_XAI_Alfonso.pdf
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target(0):-v1(0).

target(0):-v1(1).

Input features (variables)
V={v1,v2,v3} v1∊{0,1} v2,3∊𝚴

Examples (two inputs)

VA={v1=0,v2=5,v3=2}, t=0

VB={v1=1,v2=3,v3=0}, t=1

LFIT             
PRIDE

Classifier as black box (in/out)

Logical equivalent (white-box) system

Declarative explanation 
(propositional logic program)

Output classes = target = t 
{0,1} 

A. Ortega, J. Fierrez, A. Morales, Z. Wang and T. Ribeiro, "Symbolic AI for XAI: Evaluating LFIT Inductive Programming for Fair and 

Explainable Automatic Recruitment", in IEEE/CVF Winter Conf. on Applications of Computer Vision Workshops (WACVw), Jan. 2021. [PDF]

Generating Explanations via Inductive Programming

Bias and Discrimination, Problem Formulation:

• I. Serna, et al., "Algorithmic Discrimination: Formulation and Exploration in Deep Learning-based Face Biometrics", AAAI 2020 (SafeAI Workshop)

Measuring Bias:

• A. Acien, et al., "Measuring the Gender and Ethnicity Bias in Deep Models for Face Recognition", CIARP 2018

Predicting Bias:

• I. Serna, et al., "InsideBias: Measuring Bias in Deep Networks and Application to Face Gender Biometrics", ICPR 2020

Reducing Bias:

• A. Morales, et al., “SensitiveNets: Learning Agnostic Representations with Application to Face Images”, TPAMI 2021

• I. Serna, et al., "SensitiveLoss: Improving Accuracy and Fairness of Face Representations with Discrimination-Aware Deep Learning," arXiv:2004.11246

Bias in Multimodal AI, Benchmark:

• A. Peña, et al., "FairCVtest Demo: Understanding Bias in Multimodal Learning with a Testbed in Fair Automatic Recruitment", ICMI and ECCV 2020

Generating Explanations:

• A. Ortega, et al., "Symbolic AI for XAI: Evaluating LFIT Inductive Programming for Fair and Explainable Automatic Recruitment", WACVw 2021

http://biometrics.eps.uam.es

http://sensitivenets.com

http://aythami.me

Funding: BIBECA (RTI2018-101248-B-I00 MINECO/FEDER), REAVIPERO (RED2018-102511-T), TRESPASS 
(H2020-MSCA-ITN-2019-860813), PRIMA (H2020-MSCA-ITN-2019-860315), and ACCENTURE. 
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http://biometrics.eps.uam.es/fierrez/files/2021_WACV_XAI_Alfonso.pdf
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